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1 Distributions of maximum and minimum

Consider the situation in which you are taking three tests. The score on each test is a discrete
uniform random variable taking values from 1 to 10. Your final score in this series of tests is
determined as a maximum of three individual scores. What is the distribution of it?

Let X1, X5, X3 be the individual test scores. The PMFs of them are:

1/10, X;=1,2,...,10
Fxi(w) = { 0, otherwise.

In this case the CDF of X;’s is:

Fx,(k)=P(X;<k)=P(X;=1)4+---+P(X;,=k) = 1—k0, kE=1,2,...,10.
Let
X = maX{Xl, XQ, Xg}
We have:
Fx(k)=P(X <k)
=PX1 <k Xo<k Xs5<k
=P(X; <k)P(Xy <k)P(X3<k) (because of independence)
3
pu— (E) .
Now, using the formula
px(k) = Fx(k) — Fx(k — 1), (1)

we have: , 5
k k—1
k= — — | =
px(k) (10) ( 10 )
Now let’s consider the situation of the minimum of several random variables. Assume,

Y = min{X17X27X3}.



We have:

Fy(k) = P(Y < k)

=1—-PY >k)
:1—P(X1>k',X2>k,X3>k)
=1—-P(X; > k)P(Xs > k)P(X3 > k) (because of independence)

—1-(1-P(X; <k)(1— P(Xs < k))(1— P(X3 < k))

(o)

Now, using the same formula

px(k) = Fx(k?) — Fx(k — 1),

o (552 --4)

2 Normal random variable

we have:

The normal random variable is a random variable with PDF

1 _(@-w?

fx(x) = e (2)

2ro

where 1 and o are parameters of the distributions. The mean and the variance of the normal
random variable are

E[X] = 3)
var (X) = o2 (4)

If X is a normal random variable with parameters ;1 and o2, we will normally write
X ~ N(p,0%)
If X ~ N(pu,0?),and Y = aX + b, then we have
Y =aX +b~ N(ap+b,a*c?). (5)

Often people consider the standard normal random variable, which is a normal variable
with mean p = 0 and variance 02 = 1. The PDF of a standard normal random variable is

I
fX(:r;):\/%e T, (6)

The CDF of the standard normal random variable is denoted by ®(x):




The values of the function ®(x) can be found in the tables. The table gives values of ® only
for positive arguments. In case we need to find ®(—z), we will proceed as following:

O(—z) = P(X < —x)

= P(X > x) (because X is symmetric about zero)
=1—-P(X <ux)
=1—®(x).

Therefore, we get the following rule:
O(—z)=1—D(x). (8)

The following fact will allow us to find the probabilities associated with any normal random
variables given the table for standard normal random variable. Assume

X ~ N(p,a%).
In this case,

X_
Y = "

~ N(0,1). 9)
In the following examples we will denote the standard normal random variable by Z.

Example 2.1. Assume the yearly accumulation of snow in inches in some state is distributed
as a normal random variable with the mean p = 60 and variance o? = 202. What is the
probability that in a given year the snow accumulation will be more than 80 inches?

We have X ~ N(60,20?%), and we need to find P(X > 80. We have:

X —60 _ 80 —60
>

P(X = 80) = P( )

20 — 20
= P(Z>1)
=1 - d(1).

From the table, (1) = 0.8413, and therefore,

P(X >80)=1—®(1) = 0.1587.

3 Conditioning on event

Conditional PDF of X, conditioned on event A, such that P(A) > 0 is a function fxa(x)
such that

mXemm:/fm@mm (10)
B
In case the given event is {X € A} (we know that X belongs to some set A), we have:

P(X e BNX € A)

P(X eB|X e A) = PXcA) (11)
_ fAmB fx (@) de
— —fA Folo) dr (12)



Example 3.1 (Memoryless property of exponential distribution). Assume that the
buses arrive to the bus stop with interarrival time exponentially distributed with parameter A.
Le., if T is a random variable corresponding to the time between successive buses,

fT(t) = )\67/“,

and therefore
P(T >t)=e.

Assume you come to the bus stop at time ¢t < T. We will find the distribution of the waiting
time X, i.e. time you have to wait on the bus stop till the next bus arrives. We have:

X=T-1t.

Let’s first find the conditional CDF of X, conditioned on the time you come to the bus stop.
Let A = {T > t} — event meaning that you arrived to the bus stop at time ¢, which is less than
T — time of the next arrival of the bus.

Fya(z]4) = P(X < 2]4)
=1—PX >z|T > 1)
=1—-P(T—t>z|T >t)
=1—-P(T>z+tT >1t)

P(T>xz+t,T>t)

=1- P(T > t)
1 P(T >z +1)
P(T >t)
e—/\(t+a:)
=l
=1—e

So we see, that waiting time X is distributed as an exponential random variable with parameter
A and does not depend on the time ¢ you came to the bus stop. It means, that no matter when
you come to the bus stop, the distribution of your waiting time is always the same.

Saying it in different way, assume that the time to complete the operation is exponential
random variable with parameter A. As long as the operation has not been completed, remaining
time has the same exponential CDF, no matter when we started.



